
MicroMIL: Graph-Based Multiple Instance Learning for Context-Aware 
Diagnosis with Microscopic Images

Introduction

Conclusion

Whole Slide Image (WSI)

- Gold standard in computational pathology

- Provides high-resolution tissue insights

- Limitations: costly scanners, large storage demands, heavy computation

Light Microscope

- Low-cost and widely used worldwide

- Potential: enable AI-powered diagnostics in low-resource settings

Methodology

Results

Challenge 1. High Redundancy

Subjective captures by pathologists create redundant instances, reinforcing 

connections among similar images, and narrowing focus to local details

Challenge 2. Lack of Spatial Coordinates

Microscopy images lack positional metadata, making it infeasible to consider 

contextual information in pathology image analysis

Existing MIL models are not designed for addressing these challenges

Module 1. Representative Image Extractor (RIE)

Employs DCE and hard Gumbel-Softmax to dynamically reduce redundancy 

and select representative images in an end-to-end manner

Module 2. Graph-based Aggregation

Builds a graph with representative images as nodes and edges computed 

via cosine similarity, and leverages GNNs to capture contextual information

State-of-the-Art Performance

- Existing MIL models are designed for scanner-based WSIs, without 

accounting for high redundancy or missing spatial coordinates

- By addressing the unique challenges of light microscopy, MicroMIL is 

well-suited for patient diagnosis

Effectiveness of Representative Image Extractor (RIE)

- Without RIE: Limited region interactions, as shown in heatmaps

- With RIE: Enhances diverse region interactions, improving context 

understanding and performance

Robustness to Image Redundancy

- Evaluates MicroMIL’s robustness using a 0.995 similarity threshold 

across redundancy shifts

- Demonstrates robust performance in both high-and low-redundancy 

scenarios compared to baselines

- MicroMIL is the first weakly-supervised MIL framework designed for 

conventional light microscopy images

- It combines DCE and hard Gumbel-Softmax to dynamically reduce 

redundancy, select representative instances, and construct context-aware 

graph representations without spatial coordinates


